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Research Background.. 
• We have focused on explainable human-AI 

interaction. 
• Our setting involves collaborative problem 

solving, where the AI agents provide decision 
support to the human users in the  context of 
explicit knowledge sequential decision-
making tasks (such as mission planning)

• In contrast, much work in social robotics and HRI 
has focused on tacit knowledge tasks (thus 
making explanations mostly moot)

• We assume that the AI agent either learns the 
human model or has prior access to it.

• We have developed frameworks for proactive 
explanations based on model reconciliation
as well as on-demand foil-based explanations

• We have demonstrated the effectiveness of 
our techniques with systematic (IRB 
approved) human subject studies 
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Underlying System Dynamics
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Planning continues to be a shibboleth

• Even though LLM’s can slice 
and dice explain jokes, they 
still can’t plan!
• New Captcha?

• Of course, they can be used 
as heuristic guidance for an 
underlying sound planner
• But hey, pretty much anything 

can be a “heuristic”.. 
• Grammar vs Meaning.. 





My other agent is a $&^&% 

HUMAN
Other Agents



(Ignoring) Humans: AI vs OR 
The AI Way: If you stay far enough away from 
‘em (e.g. Mars) or in adversarial stance with ‘em
(e.g. Zero-Sum games), you’ll be fine..

• or drag them into the land of AI..

The OR Way: We will send one of our guys (the 
hORse whisperer) along with our methods—and 
the guy will do the “human interaction”

• ..and train our guys to learn to deal with humans



Talk Overview
• Part 1: Why and how do humans exchange 

explanations? Do AI systems need to?
• Part 2: Using Mental Models for Explainable 

Behavior in the context of explicit knowledge 
tasks (think Task Planning)
• The 3-model framework: !!,!",!#

!

• Explicability: Conform to !#
!

• Explanation: Reconcile !#
! to !!

• Extensions: Foils, Abstractions, Multiple Humans..
• Part 3: Supporting explainable behavior even 

without shared vocabulary 
• Symbols as a Lingua Franca for Explainable and 

Advisable Human-AI Interaction
• Post hoc symbolic explanations of inscrutable reasoning
• Accommodating symbolic advice into inscrutable systems
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How do Humans Exchange Explanations?

• Pointing (Tacit) Explanations
• Pointing to specific features of the object/image etc.

• Feasible sometimes for one-shot classification 
decisions on spatial data (point to the right parts 
of the image/object)

• “This is is a Red Striped Butterfly because…(Show)”
• But quite unwieldy [“High Band Width AND 

Cognitive Load”] for explaining sequential 
decisions on spatio/temporal data (as it will 
involve pointing to the relevant regions of the 
space-time tube..)

• ”The reason I took this earlier United Flight is 
because… (point to the video of your life?)”

• Symbolic (Explicit) Explanations
• Feasible for both spatial and spatio-temporal 

data and one-shot or sequential decisions
• Requires that the humans share a symbolic 

vocabulary   (..or learn one to get by..)

• Typically, pointing explanations are used for 
tacit knowledge tasks, and symbolic ones for 
explicit knowledge tasks.

• However, over time, we tend to develop 
symbolic vocabulary for exchanging explanations 
even for tacit knowledge tasks.

• Consider, for example, Pick-and-Roll in Basketball.. 

• Symbolic explanations are not just “compact” 
but significantly reduce cognitive load on the 
receiver 

• (even though the receiver likely has to re-create 
the space-time tube versions of those 
explanations within their own minds)



But (Why) Do AI Systems have to give Explanations?

• Internal (Self) explanations within the system
• “Soliloquy”

• Explanations (e.g. “nogoods”) to guide search
• Explanations to guide learning: EBL

• External Explanations
• To other systems 

• (offering proofs of correctness of decisions)
• To the humans in the loop

• Can’t be a “Soliloquy”—unless the humans have no life but to 
understand the system’s mutterings.. 

• Explanation depends on the role of the human
• “Debugger”: Humans who are willing to go into the land of the machine 

just to figure out what it is doing
• “End User”—Observer/Collaborator/Student/Teacher: Want rationales 

for the machine decisions that are comprehensible to them (without 
having to read huge manuals)

• (XAI has typically been about Explanations to Humans in 
the loop—but is often confused with techniques more 
relevant to the other settings)

Facebook makes millions of recommendations per day, and no one asks for an explanation!
--A Facebook AI Bigwig



Use cases for Human-In-The-Loop  Explanations

• Debugger trying to flag and correct the system’s behavior
• Observer (Lay)
• Observer (Expert)
• Collaborator (on a joint task)
• Student (Machine is in a teaching role)
• Teacher (Machine is in a learning role)

• Task: One shot vs. Sequential decision
• Interaction: One epoch vs. longitudinal

Explanations: Given to a specific human

Interpretability: Can humans make sense of it?

Certificates of Correctness: Given to a human’s AI



Requirements on Explanations

• Comprehensibility
• Cognitive load in parsing the explanation [Is the explanation in a form/level that is accessible 

to the receiving party]

• Communicability 
• Ease of exchanging the explanation

• Soundness
• A guarantee from the other party that this explanation is really the reason for the decision
• Related: Guarantee (to stand behind the explanation)

• We expect the decision to change when the explanation is falsified

• Satisfaction (with the explanation)
• Unfortunately, this is a slippery slope. ”Sweet Little Lies” start right here..

• Very important not to do an “end to end” learning on  ”what explanations seem  to make people happy”! 
• GDPR and GPT3! 
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What does it take for an AI 
agent to show explainable 
behavior in the presence of 
human agents?

Managing Mental Models

Sally 
Anne Test



Let’s start with the tale of three 
models.. 

We will think of Models as 

< ", $, %, &, ' >
• I Initial state 
• G Goals 

• A  Actions 
• O  Observation model

• $ Plan 

The development is largely
agnostic to the specific framework

à Relational representations PDDL
à Dynamic Programming Rep MDP/RL

Sequential decision setting
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Classical Planning

S GStart State Goal State#% #& #'

Given – S, G and set of actions (! => Agent’s Model )"

Find – sequence of actions or plan $ = (#, ($, … , (% that transforms S to G.
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Classical Planning

SStart State Goal State#%! #&" #'

Given – S, G and set of actions (! => Agent’s Model )"

Find – sequence of actions or joint plan $ = (#, ($, … , (% that transforms S to -&.

$.
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/'(: Allows the agent to anticipate 
human behavior, in order to 
• assist  [IROS 2015]
• avoid  [AAMAS 2016]
• team, etc. 

S $.Start State Goal State#%! #&" #'



Intention Recognition with Emotive



Intention Projection with Hololens

[IROS 2018]
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0/)
*: Allows the agent to anticipate human 

expectations, in order to 
• conform to those expectations 
• explain its own behavior in terms of 

those expectations.

SStart State Goal State#%! #&" #' $.

/'( and 0/)
* are 

Expectations on Models
1+ and 1"

They don’t have to be 
executable



Model differences with human in the loop

• The robot’s task model may differ from the human’s expectation of it
• Consequence à

• Plans that are optimal to the robot may not be so in human’s expectation
à “Inexplicable” plans 



Model differences with human in the loop

• The robot’s task model may differ from the human’s expectation of it
• Consequence à

• Plans that are optimal to the robot may not be so in human’s expectation
à “Inexplicable” plans 

• The robot then has two options –conform to expectations or change them
• Explicable planning – sacrifice optimality in own model to be explicable to the human 

• Plan Explanations – resolve perceived suboptimality by revealing relevant model differences 







Explicable Plan
Given a goal, the objective is to find an explicable robot plan:

Cost of robot plan Distance between robot plan and 
human’s expectation of robot plan

Problem: Conforming to expectations can be costly



Explanations as Model Reconciliation

Explanation ! for plan "à

(1) #ℳ!
" ←ℳ!

" + !
à is a model update to the human

(2) ' ",ℳ" = 'ℳ!
∗

à " is optimal in robot’s model

(3) ' ", #ℳ!
" = ' %ℳ"

!
∗

à " is also optimal in the updated human model

A Human-Aware Planning (HAP) Problem is a tuple 1",1,
"

where !# = ⟨$#, &#, '#⟩ is the planner’s model of the planning problem, 
and !$

# = ⟨$$#, &$#, '$#⟩ is the human’s understanding of the same.

# $,ℳ is the cost of solution (plan) of model ℳ and #ℳ∗ is cost of the optimal plan.

[IJCAI 2017; IJCAI 2019]





Model Space Search for Model Reconciliation
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Expectation-Aware Planning: 
A Unifying Framework
• Planning in the presence of external 

expectations
• The Robot has both standard “ontic” 

actions and “explanatory” actions (e.g. 
speech acts)
• It can model the effect of its actions on 

both its state, and the human’s mental 
state
• Planning is “multi-model”-–the AI agent 

uses both its model, and the human’s 
expectation model to generate a course of 
action that contains both explanatory and 
ontic actions
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Expectation-Aware Planning
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Compilation to Classical (Single agent) Planning
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How does the AI Agent get the Human’s Model?

• In some cases (e.g. USAR scenario), the human and AI agent will 
start with the same shared model. All that is needed will be 
tracking the model drift
• Even if the robot doesn’t know the model ℳ!

" with certainty, it 
can reason with multiple possible models [ICAPS 2018]
• In other cases, the AI agent does need to learn the human mental 

models [AAMAS 2015; AAMAS 2016]
• Note however that while ℳ)* can be learned from prior behavior traces of 

the human,  ℳ+
, requires human’s feedback on robot’s behavior traces.

• Even when there are vocabulary differences between human and 
robot models, we can learn the human expectations rather than 
the actual model that results in those expectations
• Model-free Explicability [ICRA 2017]
• Model-free Explanation [IJCAI 2019]

/'( and 0/)
* are 

Expectations on Models
1+ and 1"

They don’t have to be 
executable



Solution: IRB-approved Systematic Human Subject Studies



Human-Factors Evaluation of the Model Reconciliation Process

[HRI 2019; HCI Journal 2020]



Human-Factors Evaluation of the Model Reconciliation Process

Case-1: How do humans explain the same scenarios?

[HRI 2019; HCI Journal 2020]



When (& Why) do Humans ask for 
Explanations from each other?  
• When they are confused/surprised by the behavior (It is not what they 

expected--thus inexplicable).  
• Note that the confusion is orthogonal to “correctness”/”optimality” of the behavior. 

You may well be confused/surprised if your 2 year old nephew is able to give the 
exact distance between the Earth and the Sun. 

• -!
" is too different from -"

• Explanation here helps reconcile the expectations
• Explanation is an attempt by the AI agent to get -!

" closer to -"

• When they want to teach the other person and/or make sure that the 
decision was not a fluke  and that the other person really  understands the 
rationale for their decision.

• Using the explanation to localize the fault, as it were.. 

• Note that the need for explanation is dependent on one person’s model of 
the other person’s capabilities/reasoning

• Customized explanations (A doctor explains her decision to her patient in one way 
and to her doctor colleagues in a different way)

• Explanation is needed when -!
" (and not -#) is too different from -"; they are 

customized to -!
"

• As the models get reconciled, there is less need for explanations in subsequent 
interactions! 

• Explanations are connected to trust. We ask fewer explanations from 
people whom we trust

(There is also the whole “explanation of natural phenomena w.r.t scientific theories”) 



(Many) Extensions of the basic framework

• Supporting model reconciliation in non-PDDL 
settings [IJCAI 2019; ICAPS 2020]
• Relating other formulations of interpretable 

behavior [ICAPS 2019; IJCAI 2020]
• Handling foils & models at different levels of 

abstraction [IJCAI 2018]
• Explaining unsolvability [IJCAI 2019]

• Handling multiple human agents [ICAPS 2018; 
IROS 2021] 
• Handling incomplete models; learning user types

• Implications to Trust & Deception
• Mental modeling for obfuscation [AAAI 2019]
• Lying with mental models [AIES 2019]
• Engendering trust to improve performance             

[HRI 2023]
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Addressing Vocabulary Mismatch
• We assumed a shared 

vocabulary as a starting 
point

Agent may be using a 
learned model or an 
inscrutable simulator

!!

!!
"

Explanatory 
Messages

79



Explanations in the absence of shared 
vocabulary
• What about explanations in the absence of 

shared vocabulary?
• E.g. AI agents working off of their own internal 

learned representations?

• The lowest common denominator between 
humans and the AI agents in such cases will 
be just raw signals and data
• Explanations in terms of them will involve 

exchanging (or “pointing to”) “Space Time Signal 
Tubes” (STSTs)

• Interestingly, this is what a majority of XAI 
literature does!

• “XAI” is hot.. But mostly as a debugging tool 
for “inscrutable” representations
• “Pointing” explanations (primitive)

• Explaining decisions will involve pointing over 
space-time signal tubes!

Please 
point to 

the 
“ostrich” 

parts



``Pointing Explanations” are hard to comprehend! 
• Pointing explanations with STSTs are not 

only unwieldy (in terms of communication 
costs), but also hard to comprehend in 
many cases
• Humans (1) develop a shared symbolic 

vocabulary and (2) exchange symbolic 
explanations where possible, and (3) come 
down to pointing explanations only when 
the vocabulary is inadequate (and use this 
as a sign to expand vocabulary)
• This approach works particularly well for explicit 

knowledge tasks (but we also use it for mixed 
and tacit-knowledge tasks—think of “pick and 
roll” in basketball)

• We advocate a symbolic interface layer 
instead..

[AAAI 2022 Blue Sky Paper]



AI systems must be Explainable and Advisable

• As we are increasingly surrounded by AI systems, it is critical that they 
are explainable and advisable
• The explainability and advisability must be on our (human) terms
• We shouldn’t have to debug AI systems to interpret them

• It would be a pity if all the progress in AI results in us humans going into the 
(incomprehensible) land of the AI systems

• We want them to communicate with us in our terms

• We argue that AI systems need to support a symbolic lingua franca 
with the humans in the loop



Neuro-Symbolic AI: Two orthogonal motivations

Internal Symbolic reasoning
• Argument that AI systems would need 

to employ internal symbolic reasoning 
for efficiency & scalability
• The jury is still very much out on this

• (There is little reason to expect that 
symbols used as abstractions in 
internal reasoning will align well with 
those that humans use)

Symbolic communication interface
• Argument that (regardless of their 

internal reasoning modality), AI 
systems must support a symbolic 
communication channel with humans 
(using symbols that make sense to 
humans)

• The alterative—of exchanging Space Time 
Signal Tubes (STSTs)—presents intolerably 
high cognitive load for humans!

• This Symbolic Lingua-Franca for 
explainability and advisability is the main 
argument of our paper

• This may well be in addition to other 
modalities of communication



Use case for the Symbolic Layer
• We will be using the shared vocabulary to 

build an approximate symbolic 
representation of agent model that is 
surfaced to the user

• The symbolic model aims to capture the 
human’s understanding of the robot model --
"+
,

• It can thus be used as the basis for any human-
robot interaction that depends on /)

*

• In particular, we can use this symbolic 
interface for

• Generating Explanations
• Accept advice from the user



Generating Explanation
• We can use the symbolic model as the basis for 

explaining any decisions made by the system
• We can directly leverage this model in the context 

of the model-reconciliation framework developed 
for symbolic models.

• The symbolic model, being an approximation of the 
underlying system model, may be insufficient to 
explain all the system decisions – as such 
explanation may require expanding the symbolic 
model to provide sufficient explanation

• A special case of model-reconciliation where there is an 
additional translation process



Explaining In terms of User Specified Concepts

The foil fails at any 
point

The foil is costlier 
than the original 
plan

User specifies concepts
-- Each concept maps to a binary classifier

User raises a foil – i.e., an alternate plan – A 
model component learned to refute the foil

Identify the missing 
preconditions

Identify an abstract version of the 
cost function

[ICLR, 2022]



Foil provided by the user is 
simulated to identify failure 
points and potential 
hypotheses for model 
component that can explain 
the failure

Foil

Experiences sampled from the system 
simulator used to refine the 
hypotheses set, until either the 
explanation is found or the system 
identifies that the vocabulary items are 
insufficient to explain the failure

Concept classifiers

Symbolic experience traces
Blackbox

Simulator/ 
Model

Explanation in terms 
of concepts

Similar method can be used for 
learning cost function

Hypotheses set 
over model 
components

Requests for more 
concepts

Learning Model Components Through Sampling



Generating Confidence-level For the Explanation

• Generate confidence to account for
• Sampling based generation method
• Noisiness of classifiers used to 

generate explanations

• Avoid creating explanations that 
build undeserved trust in the 
system

Graphical model for Calculating 
Posterior Probability of a 
concept being a precondition

Graphical model for Calculating 
Posterior Probability of a 
concept being part of the cost 
function
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Empirical Evaluation



Accepting Advice
• The human user can directly update the model to drive 

system behavior

• The modifications made or constraints applied in the 
symbolic model are translated into a form that can be 
used by the low-level agent

• The advise can either be given during the learning time 
(where the RL agent specifically requests for criticism)

• [NeurIPS 2021 Spotlight]
• Or before the RL phase starts—via a possibly incomplete 

symbolic model
• [ICML 2022]

• Additionally, we can use the symbolic model as a basis 
to interpret even non-symbolic advice (e.g. 
demonstrations) provided by the user

• For example, one could use the symbols and the model 
definition to better interpret input like human 
demonstration.



Human-Advisable RL

• A human trainer monitors the learning process of RL

• The agent adjusts its policy according to human advice

• Forms of advice
▪ Inexpensive and intuitive to specify.
▪ Reduced to TAMER [Knox and Stone, 2009] when advice is binary evaluative feedback

• Human-Advisable RL generalizes from Human-in-the-Loop RL (HIRL) but has separate challenges 
beyond HIRL

[NeurIPS 2021 Spotlight]



Challenges in Human-Advisable RL

• The Quandary:
▪ Human feedbacks are expensive and sparse
▪ DNNs are always data-hungry

• Missing Lingua Franca (shared vocabulary) between humans 
and agents

▪ Limit the forms of feedback to simple numerical labels (e.g. 
evaluative feedback, binary preference labels)

▪ Numerical labels are not informative enough

• Communicative Modalities
▪ Humans prefer multi-modal communications
▪ Easy (effortless) to provide
▪ The agent can easily understand

Binary feedback doesn’t indicate why 
certain action is good/bad.



Our Goals

• The Quandary:
▪ Improve human feedback sample efficiency & environment sample efficiency

• Lingua Franca & Multi-Modal Communication
▪ Augment binary evaluative feedback with human visual explanation

◦ Annotations of task-relevant regions (pixels) in image
◦ Help in “maximally” utilizing each binary feedback

▪ Effortlessly collect human visual feedback
◦ An object-oriented middle layer (interface)

relevant 
object labels object-oriented 

interface

binary feedback

DRL agent

salient pixels



Efficiently Collecting Visual Explanation

Fig. 3. All the lanes and cars are 
automatically highlighted and 
tracked, so the human trainers only 
need to deselect irrelevant objects in 
the image.

An object-oriented interface:

• Observations:
▪ Human visual explanations are usually associated with certain 

objects or regions in image
▪ Salient regions/objects are usually the same in nearby frames

• Use a simple tracking and detection module to detect possible salient 
objects/regions

• Effortless communication at the level of symbols (e.g. object labels) even 
though the DRL agent is operating in pixel-space

• User study:  collected over 2k feedbacks (binary feedback & visual 
explanation) in 30 min



Context-Aware Data Augmentation

• Existing ways to incorporate saliency information into supervised learning systems are not suitable for 
less stable learning systems like deep reinforcement learning

• Context-Aware Data Augmentation
▪ Intuition:  small perturbations on irrelevant regions should not alter the agent’s policy 
▪ Approach:  

◦ Apply various image transformations to the irrelevant regions, and obtain a set of 
augmented feedback

◦ Gaussian blurring with different Gaussian kernels
◦ Two loss terms to enforce invariance

▪ Examples: 



Experimental Results



Reward Learning from 
Trajectory Comparisons

Learn to give higher rewards to 
trajectories preferred by the human:

It assumes the objective can’t 
be expressed in terms of 
nameable concepts.

Most suitable for tacit-
knowledge tasks like learning 
locomotions

But need hundreds of 
preference labels!

Symbolic Goal Specification

Example symbolic 
reward function:

Very straightforward 
and intuitive to use

But limited to explicit-
knowledge tasks (e.g., 
it’s unclear how to define 
the ways of walking 
“charmingly” or “sneakily”) 

Tweaking Agent Behavior through 
Relative Behavioral Attributes

● Allow users to specify the behavior through 
explicit symbolic concepts.

● Uses a parametric method to learn the tacit
parts (e.g., how to walk naturally)

● Not good enough
● Move more

softly/sneakily!

Updated behavior

Only need a small number of attribute feedback!

A natural way for human-agent communication

Our method



Relative Behavioral Attributes: An Example Method

● Given a large-scale offline behavior 
datasets (e.g., Waymo driving dataset 
or human motion dataset), learn an 
attribute-conditioned ranking 
function (labels given by agent 
builder)

f%( | “walk softly”) f%( | “walk softly”)≺

f%( | “step size”) f%( | “step size”)≺

f%( | “steering sharpness”)≺f%( | “steering sharpness”)

● Learn an attribute parameterized reward function (i.e., essentially a family of 
rewards that correspond to behaviors with diverse attribute strengths)

Target attribute strengths 
vt={“softness”: 0.5, “step size”: 0.36}

Current state s

rθ(s|vt) rewardsUpdate the target attribute 
strengths according to 

user feedback
[ICLR 2023]





Results

SR - Success Rate; AF - Average Feedback (when success); RA - Relative Attribute; L - Language



Results

SR - Success Rate; AF - Average Feedback (when success); RA - Relative Attribute; L - Language

With relative behavioral attributes, users can specify agent 
behavior extremely efficiently!!



Interpreting Ambiguous Human 
Demonstrations in terms of shared symbols
• SERLfD system leverages the symbolic 

interface to better interpret 
ambiguous human demonstrations
• System assumes that the (continuous) 

demonstration provided by the human 
is guided by their own interest in 
highlighting specific symbolic goals 
and way points.
• It learns to interpret the relative 

importance of these symbols and use 
that to disambiguate the demonstrations

• (Can be viewed as an exercise by the AI 
system to parse/explain the demonstration 
in terms of the shared symbols)

[AAAI 2022 Wkshp on RL in Games]



Open Research Challenges in Supporting 
Symbolic Interfaces
• Collecting initial concept set
• Grounding concept set
• Vocabulary expansion



Challenge 1: Collecting Initial Concept Set 
• Collect a set of propositional/relational 

concepts that will be used to build the 
symbolic interface
• Captures a set of concepts that the 

human associates with the task
• Each slice of STST meant to map to 

a set of these concepts 
• For common tasks, one could leverage 

systems like scene graph analysis
• The cost of concept acquisition 

amortized across multiple tasks
• Concepts could also be potentially 

mined from domain-specific 
databases/documents System

Model

Concept
List

Grounded
Concept

Symbolic 
Model



Challenge 2: Grounding Concept Set 
• Next the concept set is grounded to learn 

the mapping between STST and individual 
concept as understood by the user

• For specialized domains, this could mean the 
same concept may be grounded by different 
users in different ways

• One possible way to learn such grounded 
representations maybe to learn classifiers 
that identify whether a concept is present in 
an STST slice

• User expected to provide positive and negative 
examples

• All learned groundings expected to be 
approximate and noisy

• Any symbolic models learned should be capable 
of handling this level of noise

System
Model

Concept
List

Grounded
Concept

Symbolic 
Model



Challenge 3: Vocabulary Expansion 
• Initial concept set bound to be 

incomplete with respect to its ability to 
represent the underlying model

• First challenge includes identifying 
vocabulary incompleteness

• Requires the methods leveraging the 
symbolic models to be aware of the fact 
that the symbolic model may be 
incomplete and thus identify when the 
reasoning from the symbolic model may 
differ from the one obtained through the 
true model

• We have to engage in a process of 
vocabulary reconciliation to acquire 
missing yet necessary concepts for the 
task at hand System

Model

Concept
List

Grounded
Concept

Symbolic 
Model



Challenge 3: Vocabulary Expansion (contd.) 
• Two sources of incompleteness

• User forgot to specify the concept
• User’s vocabulary does not include an 

equivalent concept

• The former requires the development 
of new techniques to that are able to 
efficiently query the human for 
previously unmentioned concepts

• One could potentially use low-level 
explanations to guide the concepts the 
users may provide

• The latter requires the system to teach 
new concepts to humans

• Early works in identifying concepts used by 
super-human AI systems like alphago
presents interesting use-cases.
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Summary
• Part 1: Why and how do humans exchange 

explanations? Do AI systems need to?
• Part 2: Using Mental Models for Explainable 

Behavior in the context of explicit knowledge 
tasks (think Task Planning)
• The 3-model framework: !!,!",!#

!

• Explicability: Conform to !#
!

• Explanation: Reconcile !#
! to !!

• Extensions: Foils, Abstractions, Multiple Humans..
• Part 3: Supporting explainable behavior even 

without shared vocabulary 
• Symbols as a Lingua Franca for Explainable and 

Advisable Human-AI Interaction
• Post hoc symbolic explanations of inscrutable reasoning
• Accommodating symbolic advice into inscrutable systems


