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1. Let {Pn : n ≥ 1} and {Qn : n ≥ 1} be probability measures on (Xn,Fn). Prove that
the following are equivalent:

• Qn is contiguous to Pn.

• For any sequence of real valued random variables Tn, if Tn
Pn→ 0, then Tn

Qn→ 0.

2. Let {Pn : n ≥ 1} and {Qn : n ≥ 1} be probability measures on (Xn,Fn). If

EPn

[(
dQn

dPn

)2]
exists and remains bounded as n → ∞, then {Qn : n ≥ 1} is contiguous

to {Pn : n ≥ 1}.

3. Let σ, τ be iid samples from Unif({±1}n). Fix λ < 1. Prove that there exists M > 0
(independent of n) such that

lim sup
n→∞

E
[
exp

(λ2

2n
⟨σ, τ⟩2

)]
≤ M.

4. Fix λ, µ > 0. Let W ∈ Rn×n, W = W⊤, {Wij : i < j} ∼ N (0, 1/n) iid, and
{Wii : 1 ≤ i ≤ n} ∼ N (0, 2/n) iid. Let σ be a uniform random sample from {±1}n
and u ∼ N (0, Ip/p). Finally, letA = λ

n
σσ⊤+W, andB = [b1, · · · , bn], bi =

√
µ
n
σiu+zi,

where zi ∼ N (0, Ip/p) are iid. Assume that p/n → 1/γ ∈ (0,∞). This is a gaussian
version of the contextual stochastic block model. Prove that consistent detection is
impossible if λ2 + µ2

γ
< 1.
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