
 

Linear Regression and Adjustment
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regression correctly shows that treatment X does not influence

the effect Y when adjusting with Z
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Now suppose I regress Y on X W Z
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Check Ideally we want 8 0 13 6 0 0

because here W is a side effect the only
causal predictor of Y is Z
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there is an extra
e in the LHS

Adding extra covariates introduces

spurious dependencies

Summary Adding extra variables can lead to seeming

dependencies between cause and effect despite
there being no such relationship in the ground truth


