



































































































































Independence Conditional Independence and

d Separation

Peters
aka text'd

Ees 1 Elementsof Causal Inference JanzingScholkopf Chop 6

2 Notes by MMeila UW Stat 535

3 Into fo Bayesian Networks N L Zhang slide notes

HKUST COMP 538

4 Handbook of Graphical Models Maathai's Orton LauritzenWainwright
mostly nap 1 Milan Studang

Sting Xi Xz Xd a collection of
random variables with joint distribution ppl
i e

Px xp x 2d P X x Xd Xd

Henceforth A x j D

abusing notation here because strictly we need to
have the notation Aiki as xi is a parameter

Then Px xd Ge xd PC Mi Ai

Cute P Ad Ai PCA P Ada
P Ad Ai Ad






































































































































Eton Ai Aj
independent of

Ai HA AK P AINA AK

indep of
t

cotditioned
on P Aila P AJ Aia

Lemme'd Ai Aj Ak Ed I 0in Djk sit

PCA DAjMAK Oyuki xD Djk ajar

PI Plainajnaia ftp.PCAjpp
PAilaic PAila Plac AHA A

PlaitingPlaiff Plaid

E plainal I 0in him 0ju12571
Aj

0in sci hic 8,12
PCA AAD Oja Xj xk 82 xx

Observe AidAj A E IingIAf Plainajnaic






































































































































From

Plaintiff 0nl

ngij Iig9
gpta aaid

Plain A AAR
E0ju6j Nia 2 ax

Eas as

Directed Acgelic Graph DAG and CI

9 C E Wl d

nodes in the DAG represents each one of the
v us Xi Xz Xd edges encode dependency defined

as follows

for node j i.e ru Xj PA are its

parents on the directed graph Then a DAG encodes

the following factorization of the joint distribution

P d A I PCA PA

X 053






































































































































Notation p a xd is the pmf pdf of the r.us

Example

089
plan 2,713,714,79

Pca palm PC's a a plea p steps

Additional

HighlevelGoatt disinssion

Given the DAG can we read off conditional

independence relations among the random variables

e g In figure above p 712,73 21,24

plate a pastaxD

i e is the following statement true X2 11 3 4,44

Other examples Xz Xs
721 3 Xs






































































































































Problem Conditional independence is a non intuitive

Roadmap
algebraic property

Define a different independence operation

Ig called d separation that
is defined by structural conditions on the
DAG G graphical property

Global Markov Property

Xi Ig Xj Xk Xi Xj X

Show that for the models we ill use for causal
inference Global Markov Property holds

Discuss faithfulness Xi Xj X XiIgXjlx

d separation ef d separation without tears
J Pearl

Language Path undirected sequence of edges from
Xi Xk Xe Xj

with no repeated nodes






































































































































for a path

Collider A node in the path
sit both edge arrows are D
incident on it 0

EFFIE
Collider

Blocked path Path has a collider

Rules for d separation

Xi Ig Xj if every path between

Xi and Xj is blocked

E QAA
between X and Xy
only 2 paths

Note All statements below are for each specific

path A node may
be a collider along one

path but not a collider along another






































































































































Conditioning Xi Ig Xj Xk Xe

boy Conditioning on a non collider node
blocks the path

QE E

Conditioning on any or all of Xz X

blocks the path between X and Xy

12 Conditioning on a Collider node or any
of its descendents unblocks the path

QEAQQ

Xz is a collider and blocks the path
between X and Xs if there is no conditioning

BUT conditioning on any of Xs Xo V73
unblocks the path between X and Xs






































































































































i e X Igt but

X H Xs 3,461 7

Many subset of above

Remark Conditioning on a collider leaks information
across its two parents

X Bernoulli 0.5
X2 Bernoulli o 5Epe

X3 X X2
exclusive OR

Then even if X and Xz are independent

conditioning on Xz makes Xi X2 dependent

Summary Xi Ig Xj Xk Xie if

there are no unblocked paths between Xi and Xj

Rimel for other closely related graphical way to vision

about CI see Lauritzen et al Independence properties of
diverted Markov ve dom fields Networks 1990






































































































































Theorem 2 below

Theoremi Xi Ig Xj Xie X ke

Xi IX Xia Xie

This is called the Global Markov Property

Proof Closely follows N Zhang's notes

X Xd nodes on the DAG

NE Xi Xd

Def X a leaf node if Xi has no children

ancestor N NU Xia I directed path from

Xk to some node in X
N is ancestral if ancestor N N

QQ ancestor Xs exampt
E

Xs Xs X Xa

Xp is a leaf node






































































































































Lennie G a DAG and X a leaf node Then

let G 9 Xk i.e the DAG with the
leaf node removed let Y Xi Xd Wk

Then Pg Y Pg y

where Pg Y is the joint dist of the variables

in Y devised from marginiziy the joint d it on G
More precisely

Py 4 É II Phil paid
n

Fjoint dist of
Xi Xd under

Pg Y TIP ai PA DAG G Pg Y

is

Pf Immediate as E Pla PAD 1

A

Lemond Suppose He is ancestral let 9 be the DAG

with all nodes outside removed






































































































































Then Pg N Pg N

Proof find a leaf outside of X remove Recursively
do this and we will remove all nodesoutside of
N follows from ancestral property

Now apply Lemma 2 repeatedly through each
removal step above D

Ies Suppose H Y F partitions
Xi Xd

Then

a É1197 2 P

NIT F
F F V 2

with M 2 0

Proof F E Z sit I parent W E N F W E Z
note this means that atleast

22 212 one of the parents of W e R
we will show below that note of
the pink J W EY

For any W E N U Z observe that
parent W ENUF

specifically parent W 9






































































































































Why
suppose YET was a parent of w
Then W is a collider for

Xien QQ 0
by dean of EZ
WE F Z not a d separator

i By contradiction parent W Y

For any W E Y U 22 parent W EY U Z

i e parent W M
T

Why By definitionof 2

Aside
Note that this is okay because

EZ
we are conditioning on Both Caza
Thus Z blokes the path between

X andY despiteZz being a Collider

Putting thing together

p w PAW
P N T Z TT

WENUTUZ






































































































































ITwenuz.PH PAw TP wlpAw
WEYVZz

won Tae
from panty from Paw 2

from Lemme 1 R1 Z B

Theorem2CGlobalMark Prperty Let X and Y

be variables in a DAG and I any set of nodes

St
x Hay z Then It Z

ie d separation DAG conditional
independence

Proof G V E is the DAG Example to keep

V X Xz Xd in mind when

reasoning through

without loss of generality assume this proof
that V ancestor EX Y3VZ Q Q

Why We can prove out all other descendents






































































































































recursively as in Lemma 3 and work with

the resulting DAG XHdY Z

Let U Xi X.ttaX Z3N EX.W3
23

i e Xi are not d separated 4 243
from X gian F

D V NU Z Observe above that
i.e all remaining nodes agitated the X W are not

d separated

a

y

ox

yet
bydefn of H

Claim N Ig 2 and N Y Z forms

of
partition of V

Ty
construction

immediately holds

for any Xi EN and after conditioning on

I unblocked path between Xi and X by deb of N
i There coda exist any unblocked path between

Xi and D This is becauseby definition of Y and Y
all paths between X and Y are blocked






































































































































If I unblocked path from Xi and Y we

i
i

can concatenate X Xi and Xi Y to

find an unblocked path from X Y which is

a contradiction

i frm Theorem I VI Z

The above argument is the crux of the proof

We now need to show that X ILY

This follows by marginalizing out all nodes in N

and T other than X Y Details below

N NLEX y Y Y

Notes for notation
Ai Xi Xi i 1,2 d I am writingthe

proof for discrete
similar argument

d Xi ie indexset of N Ex

Y Tj je index set of y y

work with continuous

Z Ze K E index set of

From Lemma 1 characterization of CI






































































































































214 Z 7 0 02 sit

PC Ai 0 Ei z Oz Fy z

P x x3n Y y3 A X n

K X EZ

I 0
x z 62 y y z

4,0 4 2 426,5 z

OT se z y z

XIY IF
A

MarkovB lanket

Den The Markov Blanket for a f
IXnode X consists of Yg

1 parent x
2 Children X






































































































































3 parents of children X for node X
we need to include
Y in its

Caryl Let B be the Markov Blanket Markov Blanket
of X and I V1 7300 This is because

when conditioningThen
y y y B

on W child
of X X and
Y become

It B d separates X from any unblocked
other node The result immediately
follows from Theorem 2 B

Colary2 Local Markov Property

Any node X in the DAG is conditionally indep

of all its non descendents given its parents

If we need to show that

jX Hg R PACs parents of X OI
set of non descendent nodes

i e show that any path between
X and R is blocked This X is cond inelep of
follows because parents block

the O nodes given

paths going upwards and Yi Yi






































































































































children or their children somewhere downstream
become colliders and block paths to
non descendents downwards

Details Consider any path between X and R ER
Let Z be a neighbor of X on this path If Z is a

parent X the conditioning on PAX blocks this

path
If Z is not a parent i.e a child then

either Z is a collider or some descendant of
Z is a collider This node is not in

PAX and hence we are not conditioning on it

B

them Markov Property

DAG G V E and pts the joint dist
associated with it

i Global Markov Property NH F

KID Z






































































































































Ii Local Markov Property X I non descendants PA

did Markov factorization Property

Plan a JI Pai pit
Then I Ii

Further suppose that 7 a product measure over the
nodes MI evMvs.t pl is absolutely
continuous writ U

Then i Iii Ciii

Proof see Independence Properties of Directed Markov Fields
Lauritzenet al Networks 1990

Markov Equivalence of DAGS

Given a directed graph G V E let M G
be the set of all distributions pl that have the






































































































































Markov property wit G i.e

M g p PG ed has the Global Markov

property writ 93

Definition Markov Equivalence ofGraphs DAGS 9
and 92 are Markov Equivalent if

Mla M ga

Q
Etat

DAG G DAG 92

Please see Notes 2 b Multiple factorizations for

additional discussion

Defy Skeleton of DAG The skeleton of a

DAG G consists of the vertices along with the
undirected edges

O
O P

680
Jing g skeleton of G






































































































































Defy Immorality A collection of three nodes

X Y Z form an immorality if X Y Z
i.e X and Z are parents of Y but there is
no edge between X and Z This is

also called a unshielded collider

Example figure 6.4 in Elementsof Causal Inference
book pp 103

Q
HI EYE

DAG G DAG 92
Q

QEII
CPDAG.CA CPDAG Ga

Graphs G and 92 above are Markov Equivalent

Defy Markov Equivalence Class The set of all DAGs
that are Markov Equivalent to G is called its
Markov Equivalence Class






































































































































Lemma 4 G and G are Markov Equivalent

The graphs have the same skeleton and
same i'moralities

aka V
structure aka unshielded

der

T fompleleted Partially DirectedAcyclicGraph

Def CPD AG Given a DAG G C D

CPDAG G V E directed edge ee E

if all membersof the Markov
Equivalence of G have the same

directed edge all other edges ee E

are represented by undirected edge

Causal Minimality A dist pl is causally
minimal writ a DAG G if it is globally
Markov wir G but not any proper subset of
g






































































































































Remark Causal minimality intuitively means that for each
node all its parents on G are active in the sense
that if we lean out that parent CI relations

for that node will not be true

Prop116.36 in text XC Xd associated with

9 V E pl is abs cont writ a product

measure Gee Theorem 3

P causally minimal writ G

A XieV YE PAj X Y PAjYY3

Faithfulness pl is faithful to G V E if

Xi IX z Xi HgXi z

ie the converse of the Global Markov Property holds






































































































































Remy tithfulnessisntate

y

Example 6.34

9 É
É

9 92

X NI Nz Y It IZ Nz
Z CX by M3 Z M3

Ne Nz Nj indep Nin NCO D

Suppose Ct ab 0 Then the two paths
to Z in G cancel each other out meaning
that X IZ However X Z

Faithfulness violation causes us to be unable to

distinguish using even infinite number of samples
drawn from pin between G and 92






































































































































Prop 2 Let Py Markarian writ G Then

Px faithful to G Px causally minimal
wort G

see Prop 6.35 in text for prog

Miscellaneous Remarks

Remarks Almost always in these notes there are a few

exceptions we will assume that the entire DAG is

visible i.e there are no latent hidden variables

If there are latent variables they will be represented

by a dotted circle
latenthiddenvariable

I
1

This means that the joint distribution is given
by play z

u pin Pala ply a plz my

BUT we can only observe ploys Z






































































































































In general we know that DAG are not closed
under marginalization meaning that play z

need not have a Markov factorization that encodes

the independencies under the original DAG see figure 1

in Silva and Ghahramani ref below

In this case we need other graphical models that
are closed under marginalization and or conditioning
Some structures are MC DAGS Koster 2002 MDAGs
Evans 2015 etc We are not going to study

these structures Please see refs below for discussion

The hidden life of latent variables Bayesian learning with
mixed graph models R Silva and Z Ghahramani JMLR 2009

Graphs for margins of Bayesian networks R Evans 2015

arXiv 1408.1809 v2

Causality J Pearl 2009

Hartz faithfulness is a strong assumption

from the example above it seemingly looks



like a mild assumption as the exempla corresponds

to a zero mean set of weights i.e set of

fib c ER c tab 0 is a zero letesgue
Mesina set

However faithfulness is a strong assumption in

practice As shown in Ca below the volume of
SEM s that an close to ones with faithful es
violations is a large constant fraction of all linear
SEMs Thus in a finite sample setting
distinguishing between CI and noise due to

samples is difficult

Ca C Uhler G Rastatt P Bohlmann and B Yu

Geometry of faithfulness assumption in causal inference

Annals of Statistics 2013


